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What Does 
the History of 
Technology 
Regulation Teach 
Us about Nano 
Oversight?
Gary E. Marchant, Douglas J. 
Sylvester, and Kenneth W. Abbott

“ We live in reference to past experience and not to 
future events, however inevitable.” 

— H. G. Wells1

Nanotechnology is the latest in a growing list of 
emerging technologies that includes nuclear 
technologies, genetics, reproductive biol-

ogy, biotechnology, information technology, robotics, 
communication technologies, surveillance technolo-
gies, synthetic biology, and neuroscience. As was the 
case for many of the technologies that came before, 
a key question facing nanotechnology is what type of 
regulatory oversight is appropriate for this emerging 
technology. As two of us wrote several years ago, the 
question facing nanotechnology is not whether it will 
be regulated, but when and how.2 

Yet, appropriate regulation of nanotechnology will 
be challenging. The term “nanotechnology” incorpo-
rates a broad, diverse range of materials, technolo-
gies, and products, with an even greater spectrum of 
potential risks and benefits. This technology slashes 
across the jurisdiction of many existing regulatory 
statutes and regulatory agencies, and does so across 
the globe. Nanotechnology is developing at an enor-
mously rapid rate, perhaps surpassing the capability 
of any potential regulatory framework to keep pace. 
Finally, the risks of nanotechnology remain largely 
unknown, both because of the multitude of variations 
in the technology and because of the limited applica-
bility of traditional toxicological approaches such as 
structure-activity relationship (SAR) to nanotechnol-
ogy products.3 

In the face of these challenges, legislators, regula-
tors, industry officials, non-governmental organiza-
tions (NGOs), and academics are all struggling to find 
a workable regulatory path for oversight of nanotech-
nology. In crafting such a strategy, there is much we can 
learn from previous attempts to regulate other emerg-
ing technologies. While there are no doubt numerous 
possible lessons that can be drawn from the history of 
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technology regulation, we suggest that the following 
five lessons should be given strong consideration in 
designing oversight frameworks for nanotechnology.

Lesson 1: Central Importance of  
Public Confidence/Trust
The most obvious and widely accepted lesson from the 
history of technology regulation is the critical role of 
public confidence and trust. While scientific risk assess-
ment and economic calculations are part of sound reg-
ulatory decision making, they alone cannot assure a 
viable regulatory scheme in the absence of public trust. 

Time after time, we have seen examples in which a 
single incident gone awry undermined years of careful 
planning and building of regulatory systems. Exam-
ples include the Three Mile Island nuclear accident,4 
the contamination of the food supply with genetically 
modified “Starlink” corn that had been approved only 
for use in animal feed,5 and the tragic death of Jesse 
Gelsinger in a gene therapy clinical trial.6 All of these 
incidents sparked subsequent official investigations 
and media scrutiny that revealed significant flaws and 
failures in the regulatory system that severely under-
mined public trust in both the technology at issue, and 
the regulatory programs responsible for the oversight 
of that technology.  

False assurances of safety can also undermine trust 
in regulators and regulatory systems. A classic exam-
ple of this effect is the British Government’s assur-
ance in the late 1980s and early 1990s that the “mad 
cow” disease affecting British cattle had no probability 
of spreading to humans. When British citizens soon 
began falling ill and dying from the human version 
of “mad cow” disease (Creutzfeldt-Jakob disease, or 
CJD), the credibility of British regulators suffered 
long-term damage.7

Public trust is much easier lost than earned, and 
once lost, it is very difficult to restore.8  Surveys indi-
cate that public trust in nanotechnology and its over-
sight requires an active and formal governmental 
regulatory role.9 Accordingly, it seems that the estab-
lishment of a regulatory scheme is a prerequisite for 

maintaining public trust, providing another rationale 
for adoption of regulation beyond the substantive 
need for such provisions.10

Lesson 2: Level the Playing Field
Perhaps in tension with the first lesson on the need to 
impose regulatory oversight that will promote public 
confidence, the second lesson from past efforts is to 
avoid the temptation to impose discriminatory regula-
tory burdens on new technologies, even when public 
sentiment seems to weigh in favor of such restrictions. 
New technologies and products often have lower risks 

than the technologies and products they are intended 
to replace, yet are often subject to stigmatization by 
the media and advocacy groups resulting in more 
stringent regulation.11 At the same time, powerful new 
technologies such as nanotechnology will undoubt-
edly impose real risks in at least some applications or 
contexts. In seeking to predict and prevent such risks, 
regulation must take care not to selectively target 
products made using a particular process or technol-
ogy in the absence of evidence showing that the pro-
cess or technology is any riskier than alternatives. 

The European Union (EU) has violated this prin-
ciple by regulating food made using genetic engineer-
ing much more stringently than equivalent products 
made using other methods. All foods containing 
genetically modified (GM) ingredients are per se sub-
ject to stringent and burdensome authorization, label-
ing, and traceability requirements that do not apply 
to non-GM foods.12 Scientific authorities around the 
world have consistently concluded that GM foods as 
a category are no riskier than any other type of food.13 
In fact, the EU’s own scientific advisors concluded that 
“[t]he use of more precise technology and the greater 
regulatory scrutiny probably make (GM products) 
even safer than conventional plants and foods.”14 

Notwithstanding this scientific opinion, GM foods 
are regulated more stringently than other foods in the 
EU, and to a lesser extent also in the United States. 
Not only is this discrimination contrary to prevailing 
scientific opinion, it is also irrational. Consider the 
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At the very time that technology is accelerating, both legislative and regulatory 
decision-making institutions seem to be bogging down and becoming slower. 
Congress is handcuffed by the synergistic effect of an impossibly large number 

of important issues needing attention mixed with partisan gridlock, making 
prompt action on any but the most urgent or symbolic issues unlikely.
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example of herbicide-resistant crops.15 Some herbi-
cide-resistant crops have been produced using genetic 
engineering, but some cultivars with the same trait 
have also been produced using other means, including 
chemical or nuclear mutagenesis. These latter tech-
niques are much less precise than genetic engineering, 
and are likely to generate numerous other mutations 
along the genome in addition to the herbicide-resis-
tance trait of interest.16 The National Academy of Sci-
ences has noted that “a mutation made by traditional 
techniques may be accompanied by many unknown 
mutations, which often have deleterious effects on 
the organism.”17 Yet, in “what can only be described 
as a culture of irrationality,” the regulatory structure 
penalizes the arguably safer GM crop by regulating it, 
but not the mutation-laden crop expressing the same 
trait produced by other methods.18 

Proposals for sui generis regulation of nanotech-
nology products create a similar risk of irrational dis-
crimination. If we have two products with the same 
functionality — one produced using nanotechnology 
and the other not — it is not certain or obvious that 
the nanotechnology version will necessarily be the 
riskier of the two. They may have the same risks or in 
some cases the nanotechnology product might even be 
safer. Automatically treating nanotechnology as more 
dangerous and thus needing additional regulation will 
be putting a thumb on the scale against nanotechnol-
ogy, deterring companies from using nanotechnology 
except when no other alternative is available.

There is evidence from an incident in Germany 
in 2006 that the media and some activist organiza-
tions are indeed primed to apply a double-standard 
to nanotechnology. A new bathroom cleaning prod-
uct called “Magic Nano” was commercially launched, 
and within a couple days dozens of people started 
complaining of “inhalation injuries” and several 
individuals were hospitalized.19 Front-page news-
paper stories around the world promptly focused 
on the call by some activist groups for an immedi-
ate global moratorium on nanotechnology in light of 
this apparent hazardous response.20 Shortly thereaf-
ter, the German government announced that “Magic 
Nano” was misleadingly named and in fact contained 
no nanotechnology.21 Concern about the incident, 
and the consumers who had been harmed by the 
product, quickly faded. It seems that only injuries 
caused by a nanotechnology product were of signifi-
cance; the exact same injuries caused by a non-nano 
product were not of interest, although to the victims 
it made no difference whether it was a nano or non-
nano product that harmed them. Reflecting on this 
incident suggests a tendency to preferentially stig-
matize and discriminate against nano-products. This 

incident, and the history of discriminatory regula-
tion and stigmatization of other technology products 
such as GM foods, indicates the need for a fair and 
non-discriminatory regulatory approach,22 much like 
the principle of international trade law against regu-
lating products based on their “process and produc-
tion methods” (PPMs).23 

Lesson 3: Adaptive Regulatory Approaches
A third lesson from the history of technology regula-
tion is that oversight frameworks need to be adaptable 
and flexible to keep pace with rapidly evolving tech-
nologies. As the rate of development of science and 
technology has accelerated,24 legislative and regula-
tory oversight has struggled to keep up-to-date with 
the technologies they purport to regulate.25 The Office 
of Technology Assessment (OTA) noted in 1986 that 
“[o]nce a relatively slow and ponderous process, tech-
nological change is now outpacing the legal structure 
that governs the system, and is creating pressures 
on Congress to adjust the law to accommodate these 
changes.”26

At the very time that technology is accelerating, both 
legislative and regulatory decision-making institu-
tions seem to be bogging down and becoming slower. 
Congress is handcuffed by the synergistic effect of an 
impossibly large number of important issues need-
ing attention mixed with partisan gridlock, making 
prompt action on any but the most urgent or symbolic 
issues unlikely. For most issues, there is little chance 
of laws being updated except during infrequent pol-
icy “windows” in which circumstances align to bring 
the issue to a brief moment of congressional atten-
tion.27 Once Congress has acted, it may be years or 
even decades before the issue is revisited by Congress. 
Similarly, agency rulemaking has been slowed by the 
myriad of analytical requirements imposed on agen-
cies, the threat of judicial reversal, and the dynamics 
of interest group politics.28 

The combination of this legislative and regulatory 
inertia has resulted in increasingly obsolete regula-
tory frameworks where statutes do exist (e.g., many 
environmental problems, such as the lack of effective 
regulatory authority over non-point sources under 
the Clean Water Act).29 Perhaps even worse, for many 
relatively new technologies, there is no meaningful 
existing regulatory framework (e.g., embryonic stem 
cell research, artificial reproductive technologies, pre-
implantation genetic screening, direct-to-consumer 
genetic testing, new surveillance technologies, and 
internet privacy).30

Lyria Bennett Moses has identified four potential 
problems that may result from the failure of law to 
keep pace with technology, including: (1) the failure to 
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impose appropriate legal restrictions and precautions 
to control the risks of new technologies; (2) uncertain-
ties in the application of existing legal frameworks to 
new technologies; (3) the potential for existing rules to 
either under- or over-regulate new technologies; and 
(4) the potential for technology to make existing rules 
obsolete.31 For nanotechnology, this “pacing” problem 
seems particularly acute, given the rapid pace at which 
the technology is developing: “We have moved into…a 
…world dominated by rapid improvements in prod-
ucts, processes, and organizations, all moving at rates 
that exceed the ability of our traditional governing 
institutions to adapt or shape outcomes. If you think 
that any existing regulatory framework can keep pace 
with this rate of change, think again.”32

It may therefore be necessary to create innovative, 
non-traditional regulatory oversight models that will 
be capable of keeping up-to-date with rapidly devel-
oping nanotechnologies.33 As a senior Intel executive 
testified to Congress:

 What we want to avoid is for the trajectory of nan-
otechnology to follow that of genetically-modified 
organisms (GMOs), the most recent ‘magic’ tech-
nology. In the case of GMOs, deployment of appli-
cations outpaced attention to the environmental, 
health, and safety implications of the technology. 
Public concerns that arose because of this have sig-
nificantly retarded the realization of GMO’s great 
commercial potential.34 

One limited approach to this need to keep regulatory 
oversight up-to-date with rapidly evolving nanotech-
nologies would be to incorporate some type of proce-
dural timing mechanism in any statute or regulation 
specifically directed at nanotechnology, such as a sun-
set provision or a mandatory independent periodic 
review requirement that forces revisiting the regula-
tory approach at regular intervals. A more radical 
approach would be to consider some alternative form 
of regulatory oversight mechanism, such as the envi-
ronmental covenants used in the Netherlands35 or 
principles-based regulation,36 both of which provide 
for a more fluid, evolving oversight system. 

Lesson 4: Address Social and  
Moral Concerns
For many emerging technologies, including nanotech-
nology, public concerns tend to have a strong social or 
ethical element, in addition to more traditional health, 
safety, and environmental concerns that regulation 
has traditionally addressed. These social and ethical 
issues include the power of corporations to make uni-
lateral decisions about new technologies that can fun-

damentally reshape society; fairness and equity con-
cerns about the distribution of new technologies and 
their benefits; disruptions to the “natural” purity of 
food, the human body, or nature; and the ever-present 
“yuck” factor or repugnance in response to technologi-
cal developments that cause discomfort or unease, at 
least on first impression, for many citizens.37 

Whatever the substantive merits of these social and 
ethical concerns, it is imperative that they be given 
due consideration in a democratic governance system. 
Unfortunately, existing regulatory frameworks often 
exclude consideration of social and moral concerns, 
ruling them outside the bounds of the jurisdiction 
of regulatory agencies or reviewing courts. An early 
example of such preclusion was the initial decision to 
patent living organisms. Unlike its European coun-
terpart (the European Patent Organization), which 
applies the “ordre public” (or public morality) clause 
to deny patents to morally objectionable technolo-
gies,38 the U.S. Patent and Trademark Office is without 
authority to consider the moral implications of pat-
ent applications.39 Moreover, when various religious, 
environmental, and animal rights groups filed amicus 
briefs objecting to the patenting of living organisms 
on ethical grounds, the U.S. Supreme Court refused 
to consider such arguments on their merits:

 [W]e are without competence to entertain these 
arguments….The choice we are urged to make is 
a matter of high policy for resolution within the 
legislative process after the kind of investigation, 
examination, and study that legislative bodies can 
provide and courts cannot. That process involves 
the balancing of competing values and interests, 
which in our democratic system is the business 
of elected representatives. Whatever their valid-
ity, the contentions now pressed on us should be 
addressed to the political branches of the Govern-
ment, the Congress and the Executive, and not to 
the courts.40

A similar exclusion of ethical and social concerns 
occurs in approval decisions by the Food and Drug 
Administration (FDA), which has jurisdiction over 
many medical and related products that raise such 
issues.41 For example, thousands of members of the 
public submitted comments to the FDA raising social 
and ethical concerns about the FDA’s proposed deci-
sion to approve the marketing of milk and meat from 
cloned animals.42 While one could take issue with these 
claims on their merits, the FDA refused to engage the 
issues altogether, instead dismissing such claims with 
a cursory statement that “the agency has not been 
charged with addressing moral, religious, or ethical 



728 journal of law, medicine & ethics

SYMPOSIUM

issues associated with animal cloning.”43 Yet, a pub-
lic opinion poll found that 63 percent of respondents 
felt (53% felt strongly) that “government regulators 
should include ethical and moral considerations, in 
addition to scientific evaluation of risks and benefits, 
when making regulatory decisions about cloning and 
genetically modifying animals.”44 The FDA’s refusal 
to consider such concerns is undoubtedly correct in a 
legal sense, since the agency has only been charged by 
Congress with ensuring that products are “safe” and 
“efficacious,” criteria which do not seem to incorporate 
broader ethical or social concerns. Nonetheless, it is 
problematic and short-sighted to reject out-of-hand 
the deeply felt views of many Americans who take the 
time to comment on a proposed action by their gov-
ernment, simply because their concerns are outside 
the agency’s constrained mission.

Other examples involving emerging technologies 
likewise suggest a systematic problem of failing to 
address the moral and social concerns expressed by 
many citizens. Much of the opposition to GM crops 
and foods is also based on ethical, social, and religious 
concerns,45 yet both the FDA and reviewing courts 
have refused to give any weight to such consider-
ations.46 The approval of drugs such as human growth 
hormone that could be used for enhancement as well 
as therapeutic applications has also proceeded without 
any significant consideration of the ethical concerns 
about such enhancement uses.47 Even Institutional 
Review Boards (IRBs), expressly charged with ensur-
ing the ethical conduct of human subject research, 
are precluded from considering broader social and 
ethical implications of the proposed research: “The 
IRB should not consider possible long-range effects 
of applying knowledge gained in the research (for 
example, the possible effects of the research on public 
policy) as among those research risks that fall within 
the purview of its responsibility.”48

There is a growing realization that there may be a 
need to expand the decision-making criteria or cre-
ate new institutions to expressly consider the moral 
and social aspects of new technologies. For example, 
the Department of Health and Human Service Secre-

tary’s Advisory Committee on Genetic Testing recom-
mended in 2000 that:

 In the future, tests may be developed that raise 
major social and ethical concerns. Because FDA’s 
review will focus on assuring the analytical and 
clinical validity of a test, the agency’s capacity to 
assess the ethical and social implications of a test 
may not be sufficient. The Secretary should con-
sider the development of a mechanism to ensure 
the identification and appropriate review of tests 
that raise major social and ethical concerns.49

To be sure, there are reasons why it may be problem-
atic to require regulatory agencies to expressly include 
moral and social considerations in their decision-mak-
ing criteria. Unlike safety and efficacy, where people 

can fairly easily reach consensus on 
what is a good or bad result (e.g., caus-
ing tumors is bad), there is more room 
for disagreement on what is a good or 
bad moral or social effect (e.g., people 
may disagree on whether the [hypo-
thetical] impact of genetic engineer-
ing in promoting the consolidation of 
small family farms into larger, more 
efficient industrial farms is a favor-
able or unfavorable outcome). In the 

same vein, social and ethical risks are more intangible, 
harder to define and quantify, and thus do not lend 
themselves to the same type of quantitative analyses 
common for safety or efficacy determinations.

Other problems likewise justify caution in making 
our regulatory agencies the deciders of moral cor-
rectness. The professional staff of regulatory agencies 
currently consists primarily of scientists, economists, 
and attorneys. Should these agencies be staffed much 
more heavily with ethicists and social scientists? The 
FDA’s reluctance to approve over-the-counter sales 
of the “Plan B” post-coital contraceptive on what 
appeared to be moral rather than scientific grounds 
caused widespread unease and objections.50 Would we 
accept a government agency making such moral and 
social decisions explicitly, especially when the outcome 
might shift dramatically with a change in administra-
tion? And given that ethical and moral concerns are 
closely tied to religious beliefs for many people, would 
this create a risk of violating the First Amendment 
requirement for separation of church and state?

These concerns suggest that it might be problematic 
to give regulatory agencies direct and express author-
ity to make ethical or social judgments. On the other 
hand, it may be even more objectionable to avoid these 
ethical and social considerations altogether. A possi-

To be sure, there are reasons why it may be 
problematic to require regulatory agencies to 
expressly include moral and social considerations 
in their decision-making criteria. 
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ble, initial compromise would be to set up an ethical 
and social advisory committee within each regulatory 
agency to weigh in on the ethical and social dimensions 
of proposed regulatory actions.51 A potential precedent 
for such an approach is the European Group on Ethics 
in Science and New Technologies (EGE), which pro-
vides ethical and social advice to the European Com-
mission and other EU governing bodies relating to the 
ethical aspects of the sciences and new technologies.52

Lesson 5: International Harmonization
Regulation of new technologies has historically been 
at a national (or subnational) level, which is a natural 
focus given existing legal jurisdictions, decision-mak-
ing structures, and institutions. This nation-by-nation 
approach has, however, resulted in inefficiencies and 
conflicts with regard to some past technologies, due to 
inconsistencies among national approaches. For exam-
ple, the sharply different regulatory approaches of the 
United States and EU toward GM foods have resulted 
in significant global trade disruptions and disputes.53 
The inter-national and even intra-national jurisdic-
tional discrepancies in embryonic stem cell policies 
have likewise resulted in a patchwork of different rules 
and requirements that disrupts scientific progress, 
stability, and coordination.54 International differences 
in digital copyright and internet privacy also create 
problems, given the increasingly international scope 
of economic and social activity.55 These problems — 
experienced as a result of inconsistent national poli-
cies, along with the growth of inherently international 
issues such as climate change and assigning internet 
domain names — have created a growing interest and 
emphasis on mechanisms for international harmoni-
zation of technology oversight systems.

International harmonization can provide additional 
benefits beyond minimizing disruptions to global 
trade and scientific coordination. First, many materi-
als cross national boundaries, either as manufactured 
products sold in commerce or as environmental con-
taminants in the air or water. A consistent set of safety 
and environmental standards across jurisdictions may 
therefore enhance protection of human health and the 
environment. Second, multinational companies that 
manufacture or handle materials such as nanotech-
nology will benefit from the efficiency and consistency 
of harmonized regulatory requirements in a global 
marketplace. Third, international harmonization can 
prevent a “race to the bottom” or “risk havens” in which 
some nations may refrain from taking appropriate 
regulatory oversight in order to attract companies to 
locate in their jurisdiction.

International harmonization can proceed using one 
of two sequencing options. The first approach would be 

to adopt national regulations first, followed by a subse-
quent phase that seeks to harmonize the pre-existing 
national regulations. Francis Fukuyama appears to 
endorse this approach when he writes:  “[R]egulation 
cannot work in a globalized world unless it is global 
in scope. Nonetheless, national-level regulation must 
come first. Effective regulation almost never starts at 
an international level….”56 But developing national 
regulations prior to pursuing international harmo-
nization has two costs. First, it delays international 
harmonization until after national responses have 
been adopted and implemented, which could result 
in substantial delays. Second, and more significantly, 
international harmonization may be more difficult in 
the face of entrenched and inconsistent national regu-
lations. This was the case, for instance, with regula-
tions of GM foods, where both the United States and 
Europe were unwilling to back down from their regu-
latory approach and be perceived as acceding to the 
contrary approach of the other.

Of course, international regulation is extremely 
challenging given the many players and their tech-
nological, economic, political, and social differences. 
Incremental international harmonization, such as 
development of a framework agreement or other “soft 
law” approaches, may be the most effective way to begin 
international harmonization from the “ground up” for 
an emerging technology such as nanotechnology.57

Conclusion
Although nanotechnology is relatively new, attempts 
to regulate emerging technologies are not, as we have 
now compiled significant experience and learning 
about the challenges and opportunities of regulating 
technology. The five lessons briefly summarized here 
are examples of such learning, and no doubt there 
are many more lessons and perspectives that can be 
gleaned from the growing empirical record on tech-
nology regulation. While Edmund Burke warned that 
“[y]ou can never plan the future by the past,”58 it is 
nevertheless true that by looking backwards in time, 
we can learn much that can inform and enlighten our 
look forward at the emerging nanotechnology era and 
its regulatory oversight.
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